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Response Basics

Utility # events addressed by | # events addressed by
a First Responder a Crew

Electric 35,679 9,371
Water/WW 9,908 391
Gas 7,950 376
Total 53,860 10,234

B 80% are small enough that a single responder can
address

B Majority of events are driven by weather and
other external forces



Response Process

Preparedness

Evaluation Planning

Demobilization Response

Customer
Interactions




Preparedness — Before the Event

Continuous monitoring of
system conditions

B Ensuring materials are in
stock

B Ensuring contracts and
mutual aid are in place

B Maintaining relationships
with city and county
agencies




ICS Process is Key to Preparedness

B Maintaining Incident
Command System (ICS)
readiness
e Emergency levels

e Up-to-date documents and
checklists

e On call/rotational response

an d m an ag e m e nt Staﬁ Summer Storm (Wind/Lightning) 5 4 3 2 1
Customers Out of Power <10,000 10,000 - 30,000 30,000 - 50,000 | 50,000 - 75,000 75,000
. . Breakers Locked Out <10 <15 <30 <40 >40
o M an ag e by O bJ e Ctlves Number of Events <100 100 - 200 200 - 400 400 - 600 600+
Estimated Duration <1day 1 -2 days 2 -3 days 3 -5 days >5 days
- C . . 1 I Storm Category * TS1 - Weak TS2 - Moderate TS3 - Heavy T54 - Intense TS5 - Extreme
O ntl n u I n g O p e ratl O n a Outage Distribution Localized Moderate Spread ~ Widespread Widespread Widespread
. . . . ICS Mode Operations ICS w/remote Full 1ICS Full ICS Senior ICS
re ad I n eSS Wlth tral n I n g Damage Assessment No Consider (10) Yes (10- 20) Yes (20 - 50) Yes (50)
Extra Contract Crews No Consider Yes Yes Yes
- Off System Crews No No Consider Yes Yes
an d exe rC I S eS Vegetation Crews No Yes Yes Yes Yes




Preparedness Ensures an Efficient Response

B Ensuring programs are implemented
and maintained
e Vegetation management
e Predictive and preventative maintenance
e Century Il renewals




Planning — As the Event Begins

Weather monitoring

Deployment of ICS — Level 4
Heightened Awareness

B Storm planning meetings

B [nternal communication for
storm readiness




Crews React in the Planning Stage

B Material and equipment checks
B Return system(s) to normal and postpone planned work
B Crews are held and/or noticed for response




Proper Planning = Everyone Knows Their Role




Response — During the Event

Move to ICS Level 3

o Use of checklists for all roles

. Many normal functions and
services are paused

Resource coordination critical

. Internal restoration crews (KUB
and contractor)

. External restoration crews
(contractor and other utilities)

Triggers “all-hands-on-deck”

philosophy

e  Work groups roll into non-
traditional “storm mode” duties

o Shifts are moved from 8 to 16
hours

Summer Storm (Wind/Lightning) 5 4 3 2 1
Customers Out of Power <10,000 10,000 - 30,000 30,000 - 50,000 ' 50,000 - 75,000 75,000
Breakers Locked Out <10 <15 <30 <40 >40
Number of Events <100 100 - 200 200 - 400 400 - 600 600+
Estimated Duration <1 day 1-2 days 2 -3 days 3-5days >5 days
Storm Category * TS1 - Weak TS2 - Moderate  TS3 - Heavy TS4 - Intense TS5 - Extreme
Outage Distribution Localized Moderate Spread ~ Widespread Widespread Widespread
ICS Mode Operations ICS w/remote Full ICS Full ICS Senior ICS
Damage Assessment No Consider (10) Yes (10- 20) Yes (20 - 50) Yes (50)
Extra Contract Crews No Consider Yes Yes Yes

Off System Crews No No Consider Yes Yes
Vegetation Crews No Yes Yes Yes Yes
Winter Storm (Snow/Ice) 5 4 3 2 1
Customers Out of Power <5,000 5,000 -15,000 15,000 - 25,000 | 25,000 - 50,000 > 50,000
Breakers Locked Out <5 <10 <15 <25 »25
Number of Events <50 50-100 100 - 300 300 - 500 500+
Estimated Duration <1 day 1 -3 days 3-5days 5-7 days >7 days
Storm Category * Nuisance WS1 - Notable WS2 - Significant, WS3 - Major WS4 - Crippling
Outage Distribution Localized Moderate Spread  Widespread Widespread Widespread
ICS Mode Operations Full ICS Full ICS Full ICS Senior ICS
Damage Assessment No Yes Yes Yes Yes
Extra Contract Crews No Yes Yes Yes Yes

Off System Crews No Consider Yes Yes Yes
Vegetation Crews No Yes Yes Yes Yes




Restoration Philosophy

B Critical system loads

e Hospitals, communications
systems, water/wastewater pump
stations, and other services vital
to public welfare

B Transmission lines

e Backbone of our electric system
serving the largest number of
customers

B Substation equipment

e Serve large numbers of
customers and communities as a
whole




Restoration Philosophy

Distribution lines

e Serve subdivisions, large
residential areas, and
commercial areas

B Service lines and

transformers
e Serve small numbers of
customers

B Balancing aging versus
customer volume




Data Driven Response

Restoration philosophy
supported via technology

e Advanced meters
e System protection
e Smart switches

e Advanced Distribution
Management System (ADMS)

e Mobile app - FieldWork
B Other data analytics

e Outage map

e Restoration reports



Response Resources - Field

Troubleshooters
Damage Assessors

Site Safety Attendant
Vegetation Management
Traffic Control

Restoration Line Crews
e KUB

e On-system contract

o Off-system contract

e Partnering utilities




Response Resources - Support

Electric System B Information Technology

Operators e Hardware

Planner/Schedulers e Software

Storeroom e Smart device support
B Technical Specialists

Transportation
Material Delivery
Communications

Ccustomer Service
Representatives

o Safety
e Environmental
e ENgineering
B Logistical Support



Response Resources - Wastewater

Plant operators

B Pump station and storage
tank operators

B Field responders

B \Wastewater system
operators




Response Key Factors

B Sizing up the storm
e Damage types
e Location

B Safety




Few Customer Impacts but Hours of Work

B Tree on single phase
wire with a service

B Impacts 2-4 customers

B Requires
o Damage Assessor (1)
e Tree Crew (1)
e Line Crew (1)

B Job length is 2-3 hours




Many Customers Out — Large Effort

Trees on transmission lines

Impacts to thousands of
customers

B Requires
o Damage Assessor (1)
e Isolation Crew (1)
e Labor Crew (1)
o Tree Crews (2)
e Transmission Line Crews (2)

B Job length is 16+ hours




Customer Focus

B Multiple channels
of communication

B Outage Map

e Estimated
Restoration Time
(ERTS)




Interacting with Customers

B Social media
B Local media
B Community partners




KUB Customer Mobile App — Report Outage




Demobilization — Closing the Event

Move to ICS Level 5 — Normal
Operations

B Gradual reduction of resources as
they finish their work

o Release partnering utilities and off-
system crews first

e Roll back support services

B Transition to other post-storm
mode functions

e Follow up work to permanently repair
any temporary repairs
e Non-outage repair work

o Patrol for tree and system damage
risks




Evaluation — Improving for the Next Event

Debrief sessions held with key
resources

Collect ideas, improvements,
and suggestions from field staff

Create action items and assign

Initiatives through our

Corrective and Preventative

Action Program (CAPA)

Damage assessment
Incident command

Maximizing limited resources

H Aca B - - -
Information | Satelite phones ar aliemate means of| Na further actionwaranted atthis paint
IT Systems= Services - | communication given the situstion in - -
Equipment_| Nashuille
SM=had 2 Z5KVA that had 4 houses | ESE revisuing az nesded. Nafollow up action
anit, He replaced the fuse and it item needed.
would hold for afew minute and then
Operations | Equipment || a0 - ertly the cold load pickup rzzt2021 - -
wascausing the fuse to blow. e
turned in a request for ESE to review
. N Trucks are no langer being taken home. Add 1o
Planning# | ZPE135°05 ~ | miiric ity getting 4WD trucks while stormieadiness checklist ta ensure (whenwe
Logisties | 1TansPanatinf ) e take ticks home. know shead of timelthat trucks are ready, t2atz0z1 - -
n available, fueled it
Cornectivity snd GF'S Performance | IS0 is purchasing new devices with better GFS
W psams | | ADMS - [ shows invalid points = not awaot cards. Delivery of units week of Jan 22nd Dept- 150 5
Interfacing | Cunrent urits have too many
PS data
T OO DT DT
soluion for this issue, to provide access to
IT Systems! | Information | Communications o langer ableto | images for Communications. System
Public Services - | ses Damage Assessor Photos inKUB | Operations, and DHC crews  persannnel. Inthe Dept- 150 3
Information, | Carfiguration| Apps. shortterm, we are alsa investigating how 1o
regain access for both Communications and
i Lmu b coveredin new [apiops deployed we il
2pold CF54's as spares until we have an
Plarning® | IMfermation |the iPadhas allneedsd adequate supply of the newer stule.
Logenas | Bewies= |functiansiiyor field orewsbid dogs Dept - 150 3
Equipment | could there be additional units
purchasedirepurposed and
Review Transportation contiact ta se% if KUE
Planning& Operations - zan be prioritized. Contract will be re-bid this
Transportatio | Meed atow truck readiy available. [ year and addedto new contract. Amend Dept - TRN 3
Logisties n sontrsot now ifnew contract wont be n place
before springfsummer storms.
;!‘Dlnyed o D d‘s';;m'}‘ms e ’\-ﬂe :eed to mreadse Lhekflequ:rmi WF training
e poton et A L forthiscpo.pmcrder o keep tre sl upto
: late. Also, we need ta continue to build the level
Damage | OMSMDS. the DA dispatchens danetl g i this are. Annuslor eveny B month
g M N P Y
Operations | Assessmeny-| 4ok ADMS on s dallybasis We | oo ELUST 1- Damage Asseszment
Taning | esdtainereass the heauency of
training for this group inorder to keep
the shillsetup ta date. Also, we need
to continue to build the level of depth
Continue ta perform windzhisld Send asseszorz back out on hardest hit cirewits
surveyus afterthe trouble iz shot. not | to se if anuthing w as missed and identify hazard|
onlyto oatchuponstormrelsted [ treestoverhang areas that could be
Olperations Operations - | o nance uhile we have contract | vimmediremoved Dlevelop checklist that ELUST 1-Damage Assessment
Pracess |- ciews - but slsotarget overhang | encompasses danger rees and overhang slong
(pre-determined ouble areas) while | with electric equipmentintrastructure issues.
addltres crews srshere. Addta Section Chist responsibiliies.
Better method to ensure lve wire site. | Biing in AW for training on site safety. Look 2t
Operations | DPEEIOME = | ek unatiended aher being frst | ADMS 1o see why initial KUB orew uss roued ELUST 1- Damage Assessment
Process | ceseed a2y fromthe job
Administratio Use Teams for document storage to replace
pllann\ng & n- Clean up files inElectiic Operations [ intrashares. Create fle structure to ensure cLusT 1~ Projeet
ogistios | Housekeepin | for old storms. jocuments relate o the correct stormfewent
a Usbel J# with starm typel.
pﬂ"””‘”g & [5=] checklisiguide asthe svent Coveredin actionitem above Doug has ELUST 1-ICS Projest
ogistios template to share. Fieview ICS resour
e [ e




Historical Storm

Comparison

March 1993 April 2011 June 2011 July 2015 May 2017 November 2017 | Christmas 2020

Blizzard of '93 Hail Storm Storm * Storm Storm Storm Snow
Customers out 40,000+ 75,000+ 127,000+ 56,000+ 54,000+ 32,000+ 32,000+
Poles replaced 100 142 151 81 40 35 25
Transformers replaced 45 91 132 40 19 10 17
Customer Events N/A 7,754 23,283 2,700 3,363 1,018 4,500
Customer calls 50,000+ 45,000+ 220,000+ 71,000+ 28,000+ 21,000+ 21,600+
Restoration length 8 days 7 days 7 days 3 days 2.5 days 1.5 days 4 days
Estimated cost 52 million 52 million S4 million 52.5 million 51.2 million S900,000 51.5 million

* June 2011 event includes two separate storms on June 21 and June 23




Example - Storm Readiness

NWS predicted
weather event one day
In advance

B NWS predicted slight
risk level of storms
from 4-10 p.m.

Holiday weekend

B KUB ensured key
resource availability



Example - Storm Impact

Storm began 10:30 p.m. Saturday
Winds over 50 miles per hour
Widespread trees, limbs down
Over 54,000 customer outages

Fifth largest storm
In 10 years

Large number
of trouble events




Example - Storm Response

Implemented ICS

B Holiday weekend response

e 116 KUB and
contractor crews

e 18 off-system crews

e 16,000+ employee hours
worked

e 60+ administrative staff
B Service restored 2.5 days
B FEMA reimbursement




Example — Saturday 11:00 PM

B Peak customer outages
at 36,000

B Focus (red dots)

e Critical loads
e Transmission lines
e Substation breakers




Example — Sunday 6:00 AM

B OQutages reduced to less
than 10,000

B Focus

e Extend red dots due to new
events coming in

e Begin to address purple dots




Example — Sunday 6:00 PM

B QOutages reduced to less
than 3,900

B Focus

e Remaining purple dots

e Begin to address green
dots




Example — Monday 6:00 AM

B Qutages reduced to less
than 1,300

B Focus
e Remaining green dots

e Begin to address orange
dots




Example — Monday 6:00 PM

B QOutages reduced to less
than 200

B Focus
e On all outages remaining
e Significant work remains




Example — Tuesday 6:00 AM




Example — Time Lapse







Amanda Geames Keep up the good work KUB O

Like - Reply - Message - 11h

CANNOT thank you enough
for your unbelievable
assistance today. You saved

us!!

— CIiff Rodgers,

Knox County Elections
Administrator
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